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Abstract

We predict the maximum solidification rate, or critical velocity, Vc at which an insoluble particle suspended in a melt
is pushed ahead of an advancing solidification front by intermolecular forces. At higher solidification rates the particle

is incorporated within the solid. The net intermolecular force pushing the particle and the viscous resistance opposing it
are both significantly influenced by the shape of the front as it conforms to the particle in response to interfacial pre-
melting. We predict the entire shape of the front, within a thin-film approximation, accounting for the freezing-point

depression due to curvature. We show how the interface shape varies with the magnitude of the surface energy and the
closeness of the particle, and compare these to previous, ad hoc representations of the interface. We confirm the scaling
results of previous, more approximate, analyses for the case in which the intermolecular forces are dominated by non-
retarded van der Waals interactions, and provide new results for other power-law interactions. We examine how the

particle behaviour changes as its radius increases so that the effect of interfacial curvature is diminished. # 2001
Elsevier Science B.V. All rights reserved.
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1. Introduction

An insoluble particle can be pushed ahead of an
advancing solidification front if the solidification
velocity is sufficiently slow, whereas it is trapped
within the growing solid region if the solidification
velocity is more rapid. The critical velocity Vc that

marks this change in behaviour is important for
the fabrication of composites reinforced with
ceramic particles [1], the casting of alloys, the
cryogenic preservation of biological materials [2],
and the formation of ice lenses in frozen soils [3].
Experiments show that Vc decreases (increases) as
the particle radius R becomes larger (smaller)
[1,3–10], and the precise value of Vc depends on
additional factors such as the properties of the
particle’s surface [4,11,12] and the temperature
gradient G [5,6,8]. Despite numerous attempts to
model the interaction between a particle and a
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solidification front and predict the dependence of
Vc on R and other parameters [1,8,9,13–20], no
rigorous treatment of the capture of small particles
has been produced. Most previous models have
relied on ad hoc assumptions regarding such issues
as the shape of the solid–liquid interface near the
particle base and the thickness of the liquid film
that separates them at the moment the particle is
trapped. The shape of the solid–liquid interface is
determined by the requirements of equilibrium in
the vicinity of the particle base. We solve explicitly
for the interface shape and calculate the force
balance on the particle to show how both the film
thickness and the value of Vc are controlled by the
dynamics of the problem.
In an earlier contribution [20], we analysed

the behaviour of a particle near an advancing
solidification front for the case in which R is
sufficiently large (typically greater than about
10�4m) that, as the solid–liquid interface begins
to deform around the particle’s surface, its
curvature remains small and has a negligible effect
on the interface temperature. In this case, the
equilibrium temperature of the interface depends
only on its distance from the particle and the
nature and strength of the dominant intermole-
cular interactions that cause this separation. The
balance of forces on the particle indicates that
Vc/R�1, regardless of the type of intermolecular
interactions that dominate, whereas the depen-
dence of Vc on the temperature gradient is
different for different interaction types } for
non-retarded van der Waals interactions
Vc/G1=4, for example.
This paper is concerned with the case where R is

small enough that the influence of curvature on the
equilibrium temperature significantly affects the
geometry of the solid–liquid interface. In several
previous models, the interface curvature has been
assumed to take a constant value in the region
near the base of the particle [13,14,18]; we show
that this tends to underestimate the particle–
interface separation at moderate lateral distances
from the point of closest approach and leads to
inaccurate predictions for the particle behaviour.
A more appropriate approximation for the inter-
face geometry was employed by Chernov and his
colleagues [15,16]. These researchers analysed the

behaviour of small particles under the assumption
that the interface shape could be approximated to
increasing degrees of accuracy, first with a para-
boloid, then with the intersection of a paraboloid
and a plane. In the current work, we solve
explicitly for the entire interface shape. Initially,
we focus on the case in which the intermolecular
forces are dominated by non-retarded van der
Waals interactions; the characteristic velocity scale
that we determine agrees with the predictions of
Chernov and his colleagues. We employ numerical
techniques to predict the particle velocity as a
function of its position relative to the undisturbed,
planar isotherms. We discuss briefly how the
particle behaviour changes when the repulsive
force between the particle and the solid phase is
generated by other types of intermolecular inter-
actions. The transition between the behaviour of
small and large particles is examined towards the
end of the paper.

2. The temperature at the solid–liquid interface

The behaviour of an insoluble particle near an
advancing solidification front is intimately con-
nected to the effect that the particle’s presence has
on the equilibrium melting temperature of the
solid as it approaches the particle base. At
constant pressure, the melting of a bulk solid
normally occurs at a single temperature Tm. When
the solid–liquid interface deviates from the plane,
the melting temperature of a pure substance is
reduced below Tm by an amount proportional to
the curvature K and the surface energy ssl. This
change in melting temperature is often referred to
as the Gibbs-Thomson effect. Intermolecular
interactions can cause the formation of melt
between the solid and a substrate, even when the
interface is planar so that K� 0. This phenomen-
on is referred to as interfacial premelting [19,21–
26]. When interfacial premelting occurs, the inter-
face temperature Ti is inversely related to the
separation d between the solid and the substrate so
that

Ti ¼ Tm � Tmssl
rsqm

K� Tm
l
d

� �n
; ð1Þ
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where rs and qm are the solid density and the latent
heat, and l is a length scale that characterises the
strength of the intermolecular interactions that
dominate (typically l is of order 10�10m). The
exponent n depends on the type of intermolecular
forces that dominate; non-retarded van der Waals
interactions are modelled using n ¼ 3, while values
of 4 and 2 correspond to the cases of retarded van
der Waals interactions and long-range electrical
interactions, respectively [24]. The equilibrium
undercooling Tm � Ti increases as the film thick-
ness is reduced, causing the solid–liquid interface
to deviate from the plane of the Tm isotherm when
it approaches an insoluble particle (see Fig. 1). The
interfacial curvature that accompanies this devia-
tion also affects the equilibrium undercooling. The
interface geometry is key to determining the forces
on the particle and predicting the particle beha-
viour.
We treat the case of a single, isolated particle in

a temperature gradient G, with its centre a distance
H from the bulk-melting-temperature isotherm, as
shown in Fig. 1. The form of Eq. (1) suggests that
we define the length scales

G � Tmssl
rsqmRG

ð2aÞ

and

l � lnTm

G

� �1=ðnþ1Þ
ð2bÞ

to measure the importance of interfacial curvature
and intermolecular interactions respectively. For
the current geometry, the equilibrium condition on
the interface temperature implies that

Gkþ lnþ1

dn
¼ ðRþ dÞcos y�H; ð3Þ

where y is the angle to the vertical and k � RK is
the dimensionless curvature of the solidification
front (k can be related to d by taking the
divergence of the normal to the solidification
front).
The right side of Eq. (3) is the vertical distance

from the solidification front to the plane of the Tm

isotherm; as such, it is directly proportional to the
undercooling because the isotherms are assumed
to remain horizontal. In practical circumstances,
differing thermal conductivities can result in a
distortion of the isotherms away from the hor-
izontal [16]. We ignore these thermal effects in
order to avoid obscuring the most basic physical
balances that control the particle behaviour. The
first term on the left side of Eq. (3) represents the

Fig. 1. A schematic diagram showing an insoluble particle suspended in a melt above an advancing solidification front. At large

distances the solid–liquid interface conforms to the horizontal Tm isotherm. Near the particle base, the equilibrium interface

temperature Ti is related to the curvatureK and the thickness of the premelted film d. These vary with the angle y for a given heightH
of the particle centre above the Tm isotherm.
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effect of interfacial curvature. The second term on
the left is the contribution due to intermolecular
interactions. Boundary conditions consist of the
symmetry condition at y ¼ 0 and the requirement
that the solidification front follow the plane of the
Tm isotherm far away from the particle so that

dd

dy
¼ 0 at y ¼ 0 ð4aÞ

and

d ! H � R cos y
cos y

as y ! p
2
: ð4bÞ

We examine the magnitudes of the two terms on
the left side of Eq. (3) to compare the relative
importance of intermolecular interactions and
interface curvature in controlling the interface
temperature. As the particle nears the interface, k
becomes of order unity and d approaches l. We
define the characteristic radius as the particle
radius at which G ¼ l, namely

Rc ¼
ssl
rsqm

Tm

lG

� �n=ðnþ1Þ
: ð5Þ

For fixed R, Eq. (5) indicates that the effects of
the interface curvature are more important

(i.e. the ratio of R=Rc is smaller) when G is
lower and l, which measures the strength of
the dominant intermolecular interactions, is
shorter. Curvature effects can be neglected when
R4Rc and analytical expressions for Vc are
readily derived [20]. We are interested here in
cases where R is either comparable to or much
smaller than Rc so that the deformation of the
solidification front significantly alters the equili-
brium temperature and all of the terms in Eq. (3)
are important. Typically, Rc is of order 10�4m.
Table 1 contains a summary of parameter values
for the case in which non-retarded van der Waals
interactions dominate.

3. The forces on a particle

In addition to causing the formation of a
premelted film, the intermolecular interactions
between a solidification front and an insoluble
particle generate the force per unit area PT that
repels the particle from the solid–liquid interface.
It is worth noting that while Eq. (1) describes how
both curvature effects and the proximity of the

Table 1

Typical parameter values for use in predicting the behaviour of an insoluble particle near an advancing solidification fronta

Parameter Typical range Nominal value

Experimental parameters Asw 10�20–10�22 J 10�20 J

G 1–104Km�1 104Km�1

R 10�7–10�4m 10�6m

Physical constants for the ice–water system r 103 kgm�3 103 kgm�3

Tm 273.15K 273.15K

qm 3.3	 105 J kg�1 3.3	 105 J kg�1

ssl 0.03 Jm�2 0.03 Jm�2

m 1.8	 10�3 Pa s 1.8	 10�3 Pa s

Dimensionless parameters g �Tmssl=rqmGR2 10�3–105 1

es� ðAsw=6psslR2Þ1=3 10�5–10�2 10�3

Characteristic scales Rc� ð6pT3
ms

4
sl=r

3q3mG
3AswÞ1=4 10�4–1m 10�4m

W� ðsslA2
sw=6

5p2m3R4Þ1=3 10�9–10�4m s�1 10�5m s�1

aThe tabulated values for the effective Hamaker constant Asw are derived from the theoretical calculations of Ref. [27]. The nominal

value of 10�20 J is comparable to that found for the interaction between ice and silicon through an intervening liquid film. In laboratory

experiments, G is often much larger than that normally experienced by soil particles in nature, for example. This, together with the

large range in R, accounts for most of the variability in parameter values.
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particle cause Ti to change, thereby controlling the
interface shape, it is only the intermolecular
interactions between the particle and the solid,
through the premelted film, that generate PT. To
simplify the presentation, initially we assume that
non-retarded van der Waals interactions are
dominant so that n ¼ 3 and

PT ¼ rsqml
3

d3
� Asw

6pd3
: ð6Þ

The second equality makes use of the definition of
l in terms of the effective Hamaker constant Asw

for interactions between the particle wall and the
solid, through the intervening premelted film (this
is only valid when n ¼ 3). The effective Hamaker
constant can be predicted from the dielectric
response functions for the solid, the liquid and
the particle [27], or it can be inferred from
experiments [23,24]. The net thermomolecular
force on the particle is found by integrating PT

over the interfacial surface. For a spherical particle
near a solid–liquid interface, the net (vertical)
thermomolecular force is

FT ¼ 2pR2

Z yc

0

siny cosy PT dy

¼ 2pR2rsqm
Gl4

Tm

Z yc

0

siny



es of order 10
�3, a typical film thickness at y ¼ 0 is

a few nanometres. We scale the length scale G by
the particle radius so that G � gR. Initially, we
focus on cases where g is much greater than es.
Since es=g � ðR=RcÞ4=3, this condition is always
satisfied for R5Rc. Towards the end of this work,
we look at the special case of medium-sized
particles with R comparable to Rc so that g and
es are roughly the same size (the analysis in Ref.
[20] applies to the case in which es4g).
The interface deformation is only significant at a

small angular distance from the base of the
particle. To take advantage of this, we define the
film thickness perturbation as

f ¼ 1

esR
d �H � R cosy

cosy

� �
: ð11Þ

Thus, esRf is the radial distance from the position
of the deformed solidification front to the Tm

isotherm (see Fig. 1) and f ranges from a value of
order unity at the base of the particle to zero at
large angular distances where the solid–liquid
interface tends towards the plane.
The intermolecular interactions between the

particle and the interface become significant when
the particle base is close enough to the Tm

isotherm that the deformation of the interface is
comparable to d. This suggests that we focus on
the particle behaviour at small values of H � R.
We scale the particle position accordingly, using

H ¼ Rþ esRb; ð12Þ

and concentrate on the dynamics when the
reduced particle height b is of order unity. We
complete the variable transformation by defining
the horizontal coordinate x� 1� cos y so that f is
a positive, monotonically decreasing function of x,
where x ranges between 0 and 1.
Eq. (3) for the film thickness can be transformed

and written in terms of f and x as an expansion in
powers of es. Near the base of the particle,
intermolecular interactions provide a key contri-
bution to the leading-order balance, whereas
further away the curvature term roughly balances
the right side of Eq. (3). To solve for the interface
shape, we rewrite the leading-order balance from
Eq. (3) in the inner region near the base of the
particle where x is of order es, and in the outer

region far away from the particle where x is of
order unity.

4.1. The outer region

Away from the base of the particle the relatively
large film thickness ensures that the effects of van
der Waals interactions are negligible. When x and
g are of order unity the leading-order behaviour of
Eq. (3) is described by

½ð1� xÞ4 � ð1� xÞ6� f 00 � ½3ð1� xÞ3 � 5ð1� xÞ5� f 0

þ½ð1� xÞ2 � 3ð1� xÞ4� f 
 f

g
; ð13Þ

where the derivatives are taken with respect x. The
three terms on the left side of Eq. (13) represent
the effects of curvature while the term on the right
derives from the right side of Eq. (3), which is
proportional to the undercooling. Van der Waals
interactions are only important at much smaller
values of x. The far-field boundary condition from
Eq. (4) stipulates that f tends to zero as x tends to
unity.

4.2. The inner region

In the inner region, where x is of order es, to
leading order in es the equation for the film
thickness perturbation is

2x f 00 þ 2f 0 þ 1

ðxþ bþ f Þ3
¼ 0; ð14Þ

where the derivatives are taken with respect to
x � e�1s x. The first two terms in Eq. (14) describe
the effects of curvature and the third term accounts
for the intermolecular interactions between the
particle and the solid; the undercooling contributes
only a first-order correction to Eq. (14). The
boundary condition at x ¼ 0 from Eq. (4) trans-
forms to

f 0 þ 1

2ðbþ f Þ3
¼ 0; at x ¼ 0; ð15Þ

while the film thickness perturbation at x ¼ 0 is f0.
Eqs. (13) and (14) are solved numerically to

determine the interface shape, as described in the
appendix. The force balance on the particle is then
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evaluated from Eqs. (7) and (8) to predict the
particle behaviour.

5. The particle velocity

We are now in a position to choose a velocity
scale for the problem by balancing the typical
values FT0 and Fm0 from Eq. (9). The film thickness
immediately beneath the particle is of order esR.
The intermolecular interactions are most impor-
tant in the inner region where x is of order es,
which suggests that y0 is of order

ffiffiffiffi
es

p
. Assigning

these values to the parameters d0 and y0 in Eq. (9)
and balancing these typical force scales enables us
to define the velocity scale as

W � rqml4G
6mTmR2es

¼ sslA2
sw

65p2m3R4

� �1=3

; ð16Þ

where the numerical factor is included for con-
venience. The velocity scale is proportional to
R�4=3 so larger particles are expected to experience
a lower critical velocity and they will be trapped
within the growing solid region more readily. It is
interesting to note that W is independent of G.

The film thickness in the inner region is determined
mainly by the balance between interfacial-curva-
ture effects and non-retarded van der Waals
interactions; the undercooling is absent from the
leading-order balance. Since both the lubrication
force and the thermomolecular force are strongest
here, the particle velocity is insensitive to G. (This
behaviour occurs because curvature effects cause a
shift in the equilibrium melting temperature that
has a larger magnitude than the undercooling.)
The velocity scale given in Eq. (16) is identical to
that proposed by Chernov and his colleagues
[15,16].

5.1. Results

Fig. 2. shows the profile of the solid–liquid
interface near the base of the particle for several
different values of g. The horizontal distance from
the base of the particle is scaled with

ffiffiffiffi
es

p
R, while

the vertical distance from the Tm isotherm is scaled
with esR. For small values of g the solid–liquid
interface abruptly relaxes onto the Tm isotherm.
As g increases, curvature effects become more
pronounced and the depression of the solid–liquid

Fig. 2. The profile of the solid–liquid interface near the base of the particle for several different values of g when es ¼ 10�3 and b ¼ 0.

The horizontal coordinate is the distance from the base of the particle, scaled by
ffiffiffiffi
es

p
R. The vertical coordinate is the distance below the

Tm isotherm, scaled by esR. The surface of the particle is shown in the top-half of each image. Fig. 2a indicates that the solid–liquid

interface relaxes onto the Tm isotherm more slowly for larger values of g. The region near the base of the particle is magnified in (b).

When the scaled radial distance is less than unity, the particle surface and the solid–liquid interface are relatively close together and

roughly parallel. This is the region in which the forces on the particle are strongest.
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interface from the Tm isotherm changes more
gradually with horizontal distance. The region
near the base of the particle is magnified in
Fig. 2b. When the horizontal distance from the
base of the particle is less than order

ffiffiffiffi
es

p
R, the

solid–liquid interface has a slightly smaller
curvature than that of the particle surface. Never-
theless, the normal to the interface is roughly
perpendicular to the particle surface over this
narrow region. This is where the dominant
contributions to the forces on the particle origi-
nate, as we noted in choosing the value of y0 for
defining W. Larger values of g are associated with
a greater film thickness at all horizontal separa-
tions. Immediately beneath the particle this
distance is of order esR, which provides justifica-
tion for our choice of d0.
In Fig. 3 we have plotted the dimensionless film

thickness d0 � f0 þ b as a function of the reduced
particle height b for several different values of g.
When b is large and negative the edge of the
particle is below the plane of the Tm isotherm. The
solid–liquid interface begins to conform to the
shape of the particle so that the dimensionless
curvature at x ¼ 0 is roughly equal to �2. The
dimensionless film thickness tends to an asymptote
of d0� 2�1=3, as shown by the horizontal line.
When b is large and positive the interactions

between the particle and the solid are weak so
the solid–liquid interface is almost planar. The
film thickness perturbation f0 tends to zero so
that d0 
 b in this regime, as shown by the
tendency of the curves to approach the solid line
on the right side of the graph. When b is near
zero there is a transition in which the film
thickness adjusts between the two asymptotes
displayed on the graph. Smaller values of g
correspond to a reduction in the effects of
interfacial curvature and d0 is able to relax more
abruptly onto both asymptotes. When the effects
of curvature are more pronounced and g is larger,
the interface deflection is slightly greater at a given
value of b.
The dimensionless particle velocity u � U=W is

shown as a function of the reduced particle height
in Fig. 4. On the right side of the graph, where b
is large and positive, the dimensionless velocity
is asymptotic to b�1; this can be shown by

Fig. 3. The dimensionless film thickness d0 as a function of the

reduced particle height b with es ¼ 10�3. Each curve represents

a different value of g, as noted in the legend.

Fig. 4. The dimensionless particle velocity u as a function of the

reduced particle height b with es ¼ 10�3. Each curve represents

a different vlaue of g, as noted in the legend. Since

R=Rc � ðg=esÞ3=4, the different values of g may also be viewed

as corresponding to different ratios of R to Rc. When b40 the

interface is nearly planar and u 
 b�1, as shown by the solid line
on the right side of the graph. The velocity increases as b

decreases until it reaches a critical value of vc 
 1. As b

decreases further, u drops and the particle is trapped within the

solid. The labelled solid lines on the left side of the graph and

towards the bottom of the graph are found using different

approximations for the interface geometry, as explained in the

text.
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approximating the solid–liquid interface with a
plane so that f � 0 [29]. As the particle approaches
the interface and b decreases, the velocity of
the particle increases until it either matches
the solidification velocity or a critical velocity
vc � Vc=W is reached. In the former case, an
equilibrium separation is established between the
particle and the interface; the particle will continue
to travel ahead of the solidification front and
remain nearly completely immersed in the bulk
melt, as shown in Fig. 1. When the solidification
velocity exceeds the critical velocity, however, the
solidification front begins to encapsulate the
particle and b decreases further. The viscous
resistance to fluid flow in the premelted film causes
the particle velocity to decrease, as shown on the
left side of the graph. This branch of the curve is
unstable to finite perturbations of the particle
position so the particle must become trapped
within the solid region after b decreases below
the value that corresponds to the critical velocity
Vc. The critical velocity occurs at lower values of b
when curvature effects are stronger and g is larger.
In Fig. 3 we showed that the film thickness is
enhanced by larger values of g. This causes the
fluid flow to be less restricted and the particle is
able to remain ahead of the advancing solidifica-
tion front at lower values of b.
It is instructive to compare these predictions

with those provided by various approximations for
the interface shape. To obtain the solid curve on
the left side of Fig. 4, we used a constant-curvature
approximation in which the film thickness was
calculated from Eq. (3) with k � �2 [29]. The
graph demonstrates that this does not yield a very
good approximation for u, particularly at larger
values of g. The reason for this can be deduced
from further examination of Figs. 2 and 3. The
dimensionless film thickness at x ¼ 0, shown in
Fig. 3, tends rather quickly to the horizontal
asymptote of d0 
 2�1=3 when b is negative. From
Fig. 2b, however, it is apparent that, within a
distance of order

ffiffiffiffi
es

p
R from the base of the

particle, the solid–liquid interface has a less
pronounced curvature than the particle surface.
The constant-curvature approximation does not
reflect this geometry and the film thickness is
underestimated at small finite values of x. The

solid curve towards the bottom of Fig. 4 shows the
predictions of Chernov and his colleagues [15,16]
for the particle velocity. The calculation assumes
that the shape of the solid–liquid interface near the
base of the particle can be approximated by a
paraboloid. Again the film thickness is under-
estimated away from the particle base and the
predicted particle velocity is too low.

6. Different interfacial interaction types

The results presented thus far have been
predicated on the assumption that non-retarded
van der Waals forces control the thickness of the
premelted film. Van der Waals forces are always
present, but other forces sometimes dominate.
Nevertheless, the dependence of the equilibrium
melting temperature on the film thickness is often
governed by a power law of the form described by
Eq. (1). When this is the case, the theory presented
above is easily modified by assigning the appro-
priate value to the exponent n, used in the
definitions for the length scale l in Eq. (2) and
the characteristic radius Rc in Eq. (5). Long-range
electrical interactions are modelled using
n ¼ 2, while for retarded van der Waals interac-
tions n ¼ 4 [24]. When the film thickness is only a
few molecular diameters, steric effects can alter the
equilibrium melting temperature so that it is not
well described by the power-law relationships
considered here [30]. When these effects dominate,
the narrow film thickness will lead to very low
critical velocities and the dynamics are of limited
interest. Dissolved impurities that are present in
the melt can also modify the thickness of the
premelted film and double-layer forces can lead to
an exponential relationship between the under-
cooling and the film thickness [31]. We do not
consider such complications any further, though
we recognise that they have the potential to exert a
controlling influence on the behaviour of some
experimental systems.
Once again, the particle velocity is found from

the force balance on the particle. The lubrication
force that tends to promote particle capture is still
calculated using Eq. (8). The thermomolecular
force must be found from the generalised form of
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Eq. (7), however, namely

FT ¼ 2pR2rqm
Glnþ1

Tm

Z yc

0

siny cosy
dn

dy: ð17Þ

The film thickness is obtained as the solution to
Eq. (3) and the boundary conditions from
Eqs. (4a) and (4b) remain unchanged.
The numerical calculations are performed after

transforming the equations to nondimensional
form in the same manner as before, but with the
small parameter from Eq. (10) redefined as

es �
lnþ1

GRn

� �1=n
; ð18Þ

so that es=g � ðR=RcÞðnþ1Þ=n. This leaves the lead-
ing-order balance in the outer region unchanged
from Eq. (13), in which terms representing the
undercooling and the effects of curvature are
included. In the inner region, Eq. (14) is general-
ised so that

2x f 00 þ 2f 0 þ 1

ðxþ bþ f Þn ¼ 0; ð19Þ

where the derivatives are taken with respect to x �
x=es and x is of order unity. The boundary
condition at x ¼ 0 becomes

f 0 þ 1

2ðbþ f Þn ¼ 0: ð20Þ

The generalised velocity scale W is found by
balancing typical values for the thermomolecular
force and the lubrication force so that

W � ssll
2

6mR2

rqmR
ssl

� �2=n

: ð21Þ

When long-range electrical interactions dominate
so that n ¼ 2, this suggests that Vc/R�1. When
n ¼ 4 and retarded van der Waals interactions
dominate, Vc/R�3=2. These differences in the
relationships between Vc and R suggest a possible
experimental approach for determining the type of
intermolecular interactions that dominate in a
given system. A survey of the published experi-
mental data suggests that Vc is often proportional
to R�a where a is close to unity [20]. This is most
consistent with our predictions when n ¼ 2,
though a reasonable agreement with most of the
data is also achieved when n ¼ 3. Note that the

velocity scale is independent of the temperature
gradient, as expected since the undercooling is
absent from the leading-order balance in the inner
region, described by Eq. (19). Sparse experimental
data does not yield a consensus on the observed
dependence of Vc on G [20].
Fig. 5 shows the particle velocity as a function

of the reduced particle height for different inter-
molecular interaction types. The parameter values
were chosen so that the ratio of R=Rc is the same
for each curve. (Note that the definition of Rc

depends on the interaction type, as do the
definitions of W and es, which must be used to
transform to the dimensional equivalents of u
and b.) The solid line indicates that when n ¼ 3,
the dimensionless critical velocity is roughly u 
 1,
as we saw in Fig. 4. The dotted line, corresponding
to n ¼ 4, peaks at u 
 0:8. When n ¼ 2 the dashed
line seems to indicate that the particle velocity
increases monotonically with increasing b. In the
theory presented here the thermomolecular force is
assumed to operate with a value of the exponent n
that is independent of the film thickness. This
is reasonable for n ¼ 3 and 4 because FT is
dominated by the region immediately beneath the

Fig. 5. The dimensionless particle velocity u as a function of the

reduced particle height b with es ¼ 10�3 and R=Rc ¼ 10�2. The
curves represent the dynamics when different types of inter-

molecular interactions dominate. For n ¼ 2 the film thickness is

controlled by long-range electrical interactions, for n ¼ 3 and 4

non-retarded and retarded van der Waals interactions dom-

inate.
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particle where d is thinnest. When n ¼ 2, however,
the contributions to the force integral that are
made at larger d are overestimated. The predic-
tions for u with b > 0 are not valid for n ¼ 2.
Nevertheless, even for this case the critical velocity
should remain a function of the velocity scale
given in Eq. (21). Further analysis to predict the
precise magnitude of Vc when n ¼ 2 is beyond the
scope of the current investigation.

7. Mid-sized particles

For large particles, where R4Rc so that curva-
ture effects are unimportant, Vc/R�1 [20]. When
non-retarded van der Waals interactions dominate,
Vc is also proportional to G1=4 for R4Rc [20].
Here, we have shown that when R5Rc and n ¼ 3,
Vc/R�4=3 and it is insensitive to G. To determine
how particles of intermediate size behave entails
investigating the parameter regime in which g is of
order es so that R is close to Rc, or equivalently the
length scales G and l are comparable.
The analysis follows much the same procedure

as we have devoted the early part of this paper to
discussing. It is convenient for this case to use

em � l

R
; ð22Þ

as the small parameter, which is equal to es when
R ¼ Rc. Eq. (3) is non-dimensionalised by defining
f and b as before, but with em replacing es in
Eqs. (11) and (12). Since the length scale G is
comparable to l, we let

G � emgR; ð23Þ

where g is of order unity.
In the outer region, where x is of order unity, to

leading order in em the equation for f is trivial

f ¼ 0: ð24Þ

In the inner region where x ¼ emx, with x of order
unity, to leading order in em the governing
equation is

2gx f 00 þ 2g f 0 þ 1

ðxþ bþ f Þn ¼ f ; ð25Þ

where b is again taken to be of order unity. The
first two terms in Eq. (25) derive from the effects of

interfacial curvature, while the final term on the
left is the contribution of intermolecular interac-
tions between the particle and the solid. The
undercooling is represented by the right side of the
equation. Earlier we showed that, with R5Rc, in
the inner region f is insensitive to the under-
cooling. When R4Rc curvature does not affect the
interface position at all. In the intermediate case
considered here, the effects of curvature, inter-
molecular interactions, and the undercooling all
play a role in determining the film thickness in the
inner region near the base of the particle.
To leading order in em, the boundary condition

at x ¼ 0 is

2g f 0 � f þ 1

ðbþ f Þn ¼ 0: ð26Þ

The outer limit of the solution of Eq. (25) matches
with the inner limit of the solution to Eq. (24),
so f! 0 as x! 1. The interface shape is deter-
mined from the equation for f in the inner region
alone. Eq. (25) was solved using a modified version
of the numerical scheme discussed in the appendix.
In Fig. 6 we focus on the case in which non-

retarded van der Waals interactions dominate so
that n ¼ 3. Fig. 6a shows the scaled critical velocity
as a function of g�1 � R=Rc. On the left side of the
graph, the tangent to the curve has a slope of �4

3.
This is to be expected from the definition of W in
Eq. (16), which is proportional to R�4=3. On the
right side of the graph, where interfacial curvature
is less important, the tangent has a slope of �1;
this is consistent with the analysis presented in
Ref. [20]. In Fig. 6b we have plotted the scaled
critical velocity as a function of g�4=3, which is
proportional to G. When G is small, on the left side
of the graph, G > l so curvature effects are
important and Vc is not sensitive to G. On the
right side of the graph, where G5l, the interface
deformation is less affected by curvature and
Vc/G1=4, as shown by the dot–dashed asymptote.

8. Conclusions

We have shown how interfacial curvature affects
the temperature of the solid–liquid interface near
the base of a particle with a radius R that is
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comparable to the characteristic radius Rc, defined
by Eq. (5). We used the calculated interface
profile to evaluate the force balance and predict
the particle behaviour. The particle is trapped
within the solid if the solidification velocity
is greater than some critical value Vc. When the
intermolecular interactions between the particle
and the solidification front are dominated by
non-retarded van der Waals interactions and
R5Rc, Vc/R�4=3. In contrast to the case in
which the interface curvature can be neglected,
in this parameter regime, Vc is insensitive to
the temperature gradient G because the leading-
order balance is insensitive to the undercooling in
the region where the forces on the particle are
strongest. When other types of power-law interac-
tions dominate the film thickness, Vc remains
insensitive to G but the dependence on R changes;
for retarded van der Waals interactions
Vc/R�3=2, whereas, for long-range electrical
interactions Vc/R�1. By examining the dynamics
of particle trapping for the intermediate case in
which R is close to Rc, we were able to illustrate
the transition between the large and small particle
regimes and show how the dependence of Vc on R
and G changes as the influence of interfacial
curvature is diminished.
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Appendix A. Numerical procedure

A numerical procedure was adopted to deter-
mine f from Eqs. (13) and (14). Given an initial
estimate of the film thickness perturbation im-
mediately beneath the particle f0, a fourth-order
Runga–Kutta integration routine with automatic
step-size adjustment, adapted from Ref. [32], was
used to calculate f as a function of x. In
implementing this integration routine, Eq. (14)
from the inner region was used from x1 ¼ 0 to
x2, where e�1s > x2 > 1. The value of f and its first
derivative at x2 were then used as initial conditions
for integrating Eq. (13) from x1 ¼ esx2 to x2. Tests
were performed to ensure that the results were
insensitive to the value of x2.
When the initial choice for f0 was too large, the

calculation for f diverged to a large positive value
for some x251; this generated an upper bound on
the actual value of f0. When the initial choice
for f0 was too small, the calculation for f diverged

Fig. 6. The critical velocity for particles with R comparable to Rc. (a) Vc as a function of R=Rc. Vc is scaled by Wg�4=3, which is

independent of R. On the left side of the graph, Vc /R�4=3, as shown by the slope of the tangent to the curve in this region. On the right
side of the graph, where R > Rc the slope of the tangent indicates that Vc /R. (b) Vc as a function of G, which is scaled so that G ¼ l

when the horizontal coordinate is unity. Vc is scaled by W so that it is independent of G. On the left side of the graph, where the

temperature gradient is low, the dynamics of the interactions between the particle and the solidification front are affected by the

interface curvature. The critical velocity is insensitive to the temperature gradient in this regime. When G is higher, G5l and Vc /G1=4,

as shown by the dot–dashed line on the right.
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to a large negative number and a lower bound
on the actual value of f0 was established. A
bisection algorithm was used repeatedly to
revise the upper and lower bounds on f0 until
the difference between them was less than a
predetermined tolerance D. Typically, D was
chosen to be of order 10�6f0; tests were
performed to ensure that the predictions were
insensitive to further reduction in D. This
procedure enabled us to choose the value of f0
that best approximates the far-field boundary
condition, f! 0 as x! 1.
Once f0 was determined, an integration routine

was used to calculate scaled values for the
thermomolecular force fT, the liquid pressure pl
and the lubrication force fm. These derive from
Eqs. (7) and (8) so that

d fT
dx

¼ ð1� xÞ4

ðxþ esðbþ f ÞÞ3
;

dpl
dx

¼ ð1� xÞ3

ðxþ esðbþ f ÞÞ3
; ðA:1Þ

and

d fm
dx

¼ ð1� xÞpl;

subject to the boundary conditions

fT ¼ 0 ¼ fm at x ¼ 0

and

pl ¼ 0 at x ¼ x2: ðA:2Þ
The dimensionless particle velocity was then
calculated as

u � U

W
¼ es

fT
fm

; ðA:3Þ

where fT and fm were evaluated at x ¼ x2, and the
velocity scale W is defined in Eq. (16).
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